
ON THE IDEAL J [κ]

ASSAF RINOT

Abstract. Motivated by a question from a recent paper by Gilton, Levine

and Stejskalová, we obtain a new characterization of the ideal J [κ], from which

we confirm that κ-Souslin trees exist in various models of interest.
As a corollary we get that for every integer n such that b < 2ℵn = ℵn+1,

if �(ℵn+1) holds, then there exists an ℵn+1-Souslin tree.

1. Introduction

In a recent paper, Gilton, Levine and Stejskalová prove two consistency results
from the consistency of a Mahlo cardinal. Focusing on the first interesting case,
being the cardinal ℵ2, these results read as follows.

Fact 1 ([GLS21, Theorem 1.4 and Section 6.3]). If µ is a Mahlo cardinal, then in
some forcing extension, µ = ℵ2, and all of the following hold simultaneously:

(1) S2
1 ∈ I[ℵ2];

(2) 2ℵ0 = 2ℵ1 = ℵ2;
(3) Every stationary subset of S2

0 reflects;
(4) There is an ℵ2-Aronszajn tree, but all ℵ2-Aronszajn trees are nonspecial.

Furthermore, Clauses (1),(3),(4) are indestructible under the forcing to add any
number of Cohen reals.

Fact 2 ([GLS21, Theorem 1.5 and Section 6.3]). If µ is a Mahlo cardinal, then in
some forcing extension, µ = ℵ2, and all of the following hold simultaneously:

(1’) S2
1 /∈ I[ℵ2];

(2) 2ℵ0 = 2ℵ1 = ℵ2;
(3) Every stationary subset of S2

0 reflects;
(4) There is an ℵ2-Aronszajn tree, but all ℵ2-Aronszajn trees are nonspecial.

Furthermore, Clauses (1’),(3),(4) are indestructible under the forcing to add any
number of Cohen reals.

At the end of their paper they ask whether in each of these models there more-
over exists an ℵ2-Souslin tree. As a first step, and even without inspecting their
particular models, one can utilize the powerful indestructibility feature of these
models to prove that (1),(2),(3),(4) and (1’),(2),(3),(4) are both consistent with the
existence of an ℵ2-Souslin tree:

Corollary 1. Assuming the consistency of a Mahlo cardinal, it is consistent that
(1)–(5) hold simultaneously, and it is consistent that (1’) and (2)-(5) hold simul-
taneously, where:

(5) There exists a uniformly coherent ℵ2-Souslin tree.
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This will follow from the fact that adding ℵ1 many Cohen reals makes b = ℵ1

together with the following theorem.

Theorem A. Suppose that n < ω is such that b < 2ℵn = ℵn+1 and �(ℵn+1) holds.
Then there is an ℵn+1-Souslin tree. If every stationary subset of Sn+1

0 reflects, then
there is even a uniformly coherent ℵn+1-Souslin tree.

To prove Theorem A, we shall deepen our study of the ideal J [κ] from [Rin17],
and its enrichment Jω[κ] which we introduce here. The two are κ-complete normal
ideals over a regular uncountable cardinal κ, and if �(κ) and ♦(κ) both hold and
Jω[κ] 6= NSκ, then there exists a κ-Souslin tree (see Section 4 below). In [Rin17],
we proved that for κ a successor of an uncountable cardinal, small density numbers
imply that J [κ] 6= NSκ, and here we reduce it to small meeting numbers. More
generally, here, we obtain weak sufficient and equivalent conditions for each of the
two ideals to contain a stationary set. At the level of ℵ2, this reads as follows.

Theorem B. • Jω[ℵ2] 6= NSℵ2 iff b = ℵ1;
• J [ℵ2] 6= NSℵ2 iff there exists a nonmeager set of reals of size ℵ1.

Thus, coming back to the question of whether an ℵ2-Souslin tree exists in the
original models from [GLS21], it turns out that the answer is affirmative provided
that the Mahlo cardinal µ taken there is not weakly compact in L. This anti-large-
cardinal hypothesis on µ suffices to secure that �(ℵ2) will hold in their models. In
addition, the models of Facts 1 and 2 are generic extensions by Add(ω, µ) followed
by an ℵ1-distributive forcing, meaning that the final models do satisfy b = ℵ1.

Corollary 2. Assuming that µ is a Mahlo cardinal which is not weakly compact
in L, in the forcing extensions of Facts 1 and 2, there exists a uniformly coherent
ℵ2-Souslin tree.

Let us make clear that the results of this paper are not limited to ℵ2, and more
general results are given by Corollary 5.10 below. This general study also yields
(Corollary 5.7 below) that assuming Shelah’s Strong Hypothesis, J [λ+] 6= NSλ+ for
every cardinal λ > 2ℵ1 , as well as uncovers the following connection between the
ideal J [λ+] and Shelah’s approachability ideal I[λ+]:

Theorem C. For infinite cardinals θ < λ, if J [λ+] contains a stationary subset of

Eλ
+

θ , then it contains every stationary subset of Eλ
+

θ that lies in I[λ+].

In particular, for λ regular, if J [λ+] contains a stationary subset of Eλ
+

θ , then

Eλ
+

θ itself is in J [λ+].

1.1. Notation and preliminaries. The definition of κ-Aronszajn trees and (uni-
formly coherent) κ-Souslin trees may be found in [BR17, §2]. We write [∆]θ

(resp. [∆]<θ) for the collection of all subsets of ∆ of cardinality (resp. less than)
θ. For a set x of ordinals, we let acc(x) := {α ∈ x | sup(x ∩ α) = α > 0}, and
nacc(x) := x \ acc(x). A stationary subset T of a regular uncountable cardinal κ
is said to reflect iff there exists an ordinal α < κ of uncountable cofinality such
that T ∩ α is stationary in α. Eκθ stands for {α < κ | cf(α) = θ}, and Smn stands

for Eℵmℵn . NSκ stands for the nonstationary ideal over κ, I[κ] stands for Shelah’s

approachability ideal (see [Eis10, Definition 3.3]), and the definition of the ideal
J [κ] is reproduced in Section 3.
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2. Meeting numbers

Throughout this section, λ denotes an infinite cardinal, θ denotes an infinite
regular cardinal, and χ is either 2 or an infinite cardinal.

Definition 2.1 (meeting numbers for sets, [Mat21, Definition 2.7]). m(θ, λ) stands
for the least size of a subfamily Y ⊆ [λ]θ such that, for every X ∈ [λ]θ, there exists
Y ∈ Y with |X ∩ Y | = θ.

Proposition 2.2. (1) If θ = cf(λ) < λ, then m(θ, λ) > λ;
(2) If θ < λ, then m(θ, λ) ≥ λ;
(3) If θ < λ < θ+θ, then m(θ, λ) = λ.

Proof. (1) By a diagonalization argument similar to the proof of König’s theorem.
(2) This is clear.
(3) By induction on λ. For the base case λ := θ+, the set Yλ := {θ+ α | α < λ}

witnesses that m(θ, λ) = λ. Next, given a cardinal λ and a family Yλ witnessing
that m(θ, λ) = λ, we fix a bijection eα : λ↔ λ+ α for every α < λ+, and then set
Yλ+ := {eα[Y ] | Y ∈ Y, α < λ+}. Clearly, Yλ+ witnesses that m(θ, λ+) = λ+.

Finally, for every limit cardinal λ with θ < λ < θ+θ such that for every cardinal
µ ∈ (θ, λ), there is a family Yµ witnessing that m(θ, µ) = µ, we let Yλ :=

⋃
{Yµ |

θ < µ = |µ| < λ}, so that |Yλ| = λ. As λ is a limit cardinal in (θ, θ+θ), cf(λ) < θ.
In effect, for every set X ∈ [λ]θ, there exists some cardinal µ with θ < µ < λ such
that X ∩ µ ∈ [µ]θ, and then we can find Y ∈ Yµ ⊆ Yλ such that |X ∩ Y | = θ. �

Definition 2.3 (meeting numbers for functions). Let ∆ be some set of size ≥ θ.
• mf (∆, λ, θ) stands for mf (∆, λ, θ, 2), where:
• mf (∆, λ, θ, χ) stands for the least size of a family H of functions from ∆

to [λ]<χ such that, for every X ∈ [∆]θ and every function g : X → λ, there
exists h ∈ H with |{ξ ∈ X | g(ξ) ∈ h(ξ)}| = θ.

To help the reader digest the preceding variant, we offer the next proposition.

Proposition 2.4. mf (ℵ0,ℵ0,ℵ0) is equal to the least size of a nonmeager set of
reals, and mf (θ, θ, θ, θ) = bθ.

Proof. The first part is given by [BJ95, Lemma 2.4.8(2)]. We shall next prove that
mf (θ, θ, θ, θ) ≤ bθ, and then prove that mf (θ, θ, θ, θ) ≥ bθ.

(≤): Let H ⊆ θθ be an unbounded family in (θθ,<∗). Without loss of generality,
we may assume that H consists of strictly increasing functions. Each h ∈ H is a
function from θ to θ, but since every element of θ may be understood as an element
of [θ]<θ, the function h may be understood as a function from θ to [θ]<θ. Now,
suppose that we are given a function g : X → θ with X ∈ [θ]θ. Let π : θ ↔ X
denote the increasing enumeration of X. Set g′ := g ◦π. As H is unbounded, let us
pick some h ∈ H such that T := {τ < θ | g′(τ) < h(τ)} has size θ. Now, X ′ := π[T ]
is an element of [X]θ, and for every ξ ∈ X ′, if we let τ := π−1(ξ), then τ ≤ ξ and
g(ξ) = g′(τ) < h(τ) ≤ h(ξ), so that g(ξ) ∈ h(ξ), as sought.

(≥): Let H be a family of functions from θ to [θ]<θ with the property that for
every X ∈ [θ]θ and every function g : X → θ, there exists h ∈ H for which {ξ ∈ X |
g(ξ) ∈ h(ξ)} has size θ. For each h ∈ H, define h′ : θ → θ via h′(ξ) := sup(h(ξ))+1.
To see that {h′ | h ∈ H} is unbounded in (θθ,<∗), let g : θ → θ be arbitrary. Pick
h ∈ H such that {ξ < θ | g(ξ) ∈ h(ξ)} has size θ. Then ¬(h′ <∗ g). �
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Lemma 2.5. Suppose that θ < λ. Then:

(1) λ ≤ m(θ, λ) ≤ min{cf([λ]θ,⊆), cf([λ]θ,⊇)};
(2) if χ ≤ θ+, then m(θ, λ) ≤ mf (θ, λ, θ, χ);
(3) mf (θ, θ, θ, χ) ≤ mf (λ, λ, θ, χ) ≤ max{mf (θ, θ, θ, χ),m(θ, λ)}.

Proof. (1) This is clear.
(2) Suppose that χ ≤ θ+, and letH be a family witnessing the value ofmf (θ, λ, θ, χ).

Set Y := {
⋃

Im(h) | h ∈ H} ∩ [λ]θ. Now, given X ∈ [λ]θ, if we let g : θ ↔ X be
some bijection, then we may find h ∈ H with |{ξ ∈ X | g(ξ) ∈ h(ξ)}| = θ. So
Y :=

⋃
Im(h) satisfies |Y ∩X| = θ. In particular, |Y | ≥ θ. As χ ≤ θ+ > |dom(h)|,

it altogether follows that |Y | = θ, so that Y ∈ Y.
(3) We focus on the second inequality. Let H be a family witnessing the value

of mf (θ, θ, θ, χ), and let Y ⊆ [λ]θ be a family witnessing the value of m(θ, λ). For
each Y ∈ Y, fix a bijection fY : θ ↔ Y . For all h : θ → [θ]<χ in H and Y, Z ∈ Y,
define hYZ : λ→ [Z]<χ via:

hYZ (ξ) :=

{
∅, if ξ /∈ Y ;

fZ [h(f−1
Y (ξ))] otherwise.

For every γ < λ, let cγ : λ→ [λ]1 denote the unique function to satisfy cγ(ξ) = {γ}
for all ξ < λ. Set H∗ := {hYZ , cγ | h ∈ H, Y, Z ∈ Y, γ < λ}, so that |H∗| =
max{|H|, |Y|}.

Claim 2.5.1. Let g : X → λ with X ∈ [λ]θ. Then there exists h ∈ H∗ with
|{ξ ∈ X | g(ξ) ∈ h(ξ)}| = θ.

Proof. If there exists X ′ ∈ [X]θ such that g � X ′ is constant, then there exists some
γ < λ such that |{ξ ∈ X | g(ξ) ∈ cγ(ξ)}| = θ, and we are done.

Assume now that g is <θ-to-one. Since θ is regular and by passing to a subset
of X of size θ, we may assume that g is injective. Pick Y ∈ Y such that X ∩ Y
has size θ. As g is injective, g[X ∩ Y ] has size θ, so we may pick Z ∈ Y such that
g[X ∩ Y ] ∩ Z has size θ.

By the choice of Z, T := {τ < θ | fY (τ) ∈ X & g(fY (τ)) ∈ Z} is in [θ]θ. Set
g′ := (f−1

Z ◦ g ◦ fY ) � T , so that g′ is a function from T to θ. Next, pick h ∈ H such
that T ∗ := {τ ∈ T | g′(τ) ∈ h(τ)} has size θ. In effect, X∗ := fY [T ∗] is a subset of
X of size θ. Let ξ ∈ X∗. Then ξ ∈ Y , f−1

Y (ξ) ∈ T ∗ ⊆ T and

g(ξ) = g(fY (f−1
Y (ξ))) = fZ(g′(f−1

Y (ξ))) ∈ fZ [h(f−1
Y (ξ))] = hYZ (ξ),

as sought. �

This completes the proof. �

3. The ideal

Throughout this section, κ denotes a regular uncountable cardinal, λ denotes
an infinite cardinal, θ denotes an infinite regular cardinal, and χ is either 2 or an
infinite cardinal.

Definition 3.1. Jχ[κ] stands for the collection of all subsets S ⊆ κ for which there
exist a club C ⊆ κ and a sequence of functions 〈fi : κ → [κ]<χ | i < κ〉 with the
property that for every α ∈ S ∩ C, every regressive function f : α → α, and every
cofinal subset B ⊆ α, there exists i < α such that sup{β ∈ B | f(β) ∈ fi(β)} = α.
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The ideal J [κ] of [Rin17, Definition 2.1] is nothing but J2[κ]. The two objects
are quite close, as {S ∈ Jχ[κ] | S ⊆ Eκ>χ} ⊆ J2[κ] ⊆ Jχ[κ].

Proposition 3.2. If χ < κ and κ is weakly inaccessible, then Jχ[κ] = NSκ.

Proof. The proof is similar to that of [Rin17, Proposition 2.14], but upon a recom-
mendation of the referee, we do include it.

Towards a contradiction, suppose that the pair χ < κ form a counterexample,
so that we may fix a stationary S ∈ Jχ[κ]. Fix a club C ⊆ κ and a sequence of
functions 〈fi | i < κ〉 as in Definition 3.1. Fix a singular cardinal α ∈ S ∩ C above
χ. Let A denote the set of all infinite cardinals µ with χ ≤ µ < α. Pick a regressive
function f : α→ α such that for all µ ∈ A:

f(µ+) := min(µ+ \
⋃
{fi(µ+) | i ≤ µ}).

As B := {µ+ | µ ∈ A} is a cofinal subset of α, we may now pick i < α such
that sup{β ∈ B | f(β) ∈ fi(β)} = α. On the other hand, by the definition of f , for
every β ∈ B \ i, f(β) /∈ fi(β). This is a contradiction. �

Thus, hereafter we shall study Jχ[κ] when κ is of the form λ+. The next propo-
sition is an easy improvement of [Rin17, Proposition 2.8].

Proposition 3.3. Suppose that χ < λ.

For every S ∈ Jχ[λ+], S ∩ Eλ+

cf(λ) is nonstationary.

Proof. Suppose not. Then, in particular, we may fix α ∈ Eλ
+

cf(λ) \ (λ + 1) and a

sequence of functions 〈fi : α → [λ]<χ | i < α〉 satisfying the following. For every
regressive function f : α → λ, and every cofinal subset B ⊆ α, there exists some
i < α such that sup{β ∈ B | f(β) ∈ fi(β)} = α. Let 〈βj | j < cf(λ)〉 be a strictly
increasing sequence of ordinals, converging to α, with β0 > λ. Fix a decomposition
α =

⊎
η<cf(λ) aη such that |aη| < λ for all η < cf(λ). Evidently, for every j < cf(λ),

|
⋃
η<j

⋃
i∈aη

⋃
fi(βj)| < λ. Thus, we may pick a regressive function f : α → λ

satisfying that, for all j < cf(λ),

(1) f(βj) = min

λ \ ⋃
η<j

⋃
i∈aη

⋃
fi(βj)

 .

Set B := {βj | j < cf(λ)} and fix i < α such that sup{β ∈ B | f(β) ∈ fi(β)} = α. In
particular, J := {j < cf(λ) | f(βj) ∈ fi(βj)} is cofinal in cf(λ). Find η < cf(λ) such
that i ∈ aη. For every j < cf(λ) above η, Equation (1) entails that f(βj) 6= fi(βj).
This contradicts the fact that J contains elements above η. �

For the sake of this paper, we introduce the following ad-hoc definition.

Definition 3.4. For a map d : θ×κ→ λ, let A(d) denote the set of all α < κ such
that, for every cofinal subset B ⊆ α, there exist η ∈ θ ∩ α and a cofinal B′ ⊆ B on
which β 7→ d(η, β) is injective.

Note that A(d) contains all successor ordinals, but we shall only care about the
nonzero limit members of A(d).

Lemma 3.5. Suppose that mf (λ, λ, θ, χ) = λ.

For every map d : λ+ × λ+ → λ, A(d) ∩ Eλ+

θ ∈ Jχ[λ+].
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Proof. For every β < λ+, fix a surjection eβ : λ→ β + 1. Fix a bijection π : λ+ ↔
λ× λ+, and consider the club C := {α < λ+ | π[α] = λ× α}. Fix a sequence 〈hj |
j < λ〉 of functions from λ to [λ]<χ such that, for every X ∈ [λ]θ and every function
g : X → λ, there exists j < λ with |{ξ ∈ X | g(ξ) ∈ hj(ξ)}| = θ. Now, given a map

d : λ+ × λ+ → λ, set S := A(d) ∩ Eλ+

θ . Finally, for each i < λ+, derive a function
fi : λ+ → [λ+]<χ via

fi(β) := eβ [hj(d(η, β))],

where (j, η) := π(i).

Claim 3.5.1. Let α ∈ S ∩C. Suppose that f : α→ α is a regressive function, and
B ⊆ α is cofinal. Then there exists i < α such that sup{β ∈ B | f(β) ∈ fi(β)} = α.

Proof. By passing to a cofinal subset, we may assume that otp(B) = θ. As f is
regressive, we may pick a function f∗ : α→ λ such that eβ(f∗(β)) = f(β) for every
β < α. Find η < α and a cofinal subset B′ ⊆ B on which β 7→ d(η, β) is injective.
Set X := {d(η, β) | β ∈ B′}, so that X ∈ [λ]θ. Define a function g : X → λ via
g(d(η, β)) := f∗(β). Now, pick j < λ such that X∗ := {ξ ∈ X | g(ξ) ∈ hj(ξ)} has
size θ. Evidently B∗ := {β ∈ B′ | d(η, β) ∈ X∗} has size θ, so that it is cofinal in α.
Finally, as η ∈ α ∈ C, we may find i < α such that π(i) = (j, η). Then, for every
β ∈ B∗,

f(β) = eβ(f∗(β)) = eβ(g(d(η, β))) ∈ eβ [hj(d(η, β))] = fi(β). �

This completes the proof. �

Proposition 3.6. (1) There is a map d : cf(λ)× λ+ → λ such that Eλ
+

<cf(λ) ⊆
A(d);

(2) If ADSλ holds, then there is a map d : cf(λ)× λ+ → λ such that Eλ
+

6=cf(λ) ⊆
A(d);

(3) If λ is singular and ~f = 〈fβ | β < λ+〉 is a scale for λ, then there is a map

d : cf(λ)× λ+ → λ such that G(~f) ⊆ A(d);
(4) If (ℵω+1,ℵω) � (ℵ1,ℵ0) holds, then for every map d : ℵ0 × ℵω+1 → ℵω,

E
ℵω+1

ℵ1 \A(d) is stationary.

Proof. (1) For λ regular, this follows from Clause (2), and for λ singular, this follows
from Clause (3).

(2) Recall that ADSλ is the principle from [She82, p.440] asserting the existence

of a sequence ~A = 〈Aβ | β < λ+〉 of cofinal subsets of λ, with the property that,
for every α < λ+, there exists a function fα : α→ λ such that 〈Aβ \ fα(β) | β < α〉
consists of pairwise disjoint sets. It is easy to see that if λ is regular, then ADSλ
holds. By [CFM01, Theorem 4.1], if there exists a special λ+-Aronszajn tree, then
ADSλ holds.

Fix a strictly increasing sequence of ordinals 〈λη | η < cf(λ)〉 converging to λ (if
λ is regular, then we may just let λη := η). Define d : cf(λ)× λ+ → λ via:

d(η, β) := min(Aβ \ λη).

Now, given a subset B ⊆ λ for which α := sup(B) in Eλ
+

6=cf(λ), it is easy to find

η < cf(λ) and a cofinal B′ ⊆ B such that fα(β) ≤ λη for all β ∈ B′ (see [Rin10,
Fact 1.3]). In effect, β 7→ d(η, β) is injective over B′.
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(3) Recall that G(~f) stands for the set of all α ∈ Eλ+

6=cf(λ) for which there exist a

cofinal subset A ⊆ α and i < cf(λ) such that, for every pair of ordinals γ < δ from

A and every j ∈ [i, cf(λ)), fγ(j) < fδ(j). Evidently, Eλ
+

<cf(λ) ⊆ G(~f).

Define d : cf(λ)× λ+ → λ via d(η, β) := fβ(η). To see this works, let α ∈ G(~f).
To avoid trivialities, suppose that θ := cf(α) is infinite. Let B be a cofinal subset of

α. Fix A ⊆ α and i < cf(λ) witnessing that α ∈ G(~f). Find a sequence 〈(ατ , βτ ) |
τ < θ〉 ∈

∏
τ<θ A × B such that supτ<θ ατ = α and ατ < βτ < ατ+1 for every

τ < θ. Next, for each τ < θ, fix a large enough iτ < cf(λ) such that:

• i ≤ iτ ;
• for every j ∈ [iτ , cf(λ)), fατ (j) < fβτ (j) < fατ+1

(j).

As in the previous case, we exploit the fact that θ 6= cf(λ) to find some η < cf(λ)
such that iτ ≤ η for cofinally many τ < θ. Let B′ := {βτ | τ < θ, iτ ≤ η}. To see
that β 7→ d(η, β) is injective over B′, fix arbitrary τ < τ ′ < θ such that βτ and βτ ′

are in B′. As η ≥ max{i, iτ , iτ ′}, we infer that

d(η, βτ ) = fβτ (η) < fατ+1(η) ≤ fατ′ (η) < fβτ′ (η) = d(η, βτ ′).

(4) Let d : ℵ0 × ℵω+1 → ℵω be arbitrary. Also, let C be an arbitrary club in
ℵω+1. Assuming that (ℵω+1,ℵω) � (ℵ1,ℵ0) holds, we may now fix an elementary
submodel M ≺ (Hℵω+2

,∈) with C, d ∈ M such that α := sup(M ∩ ℵω+1) has
cofinality ℵ1 and M ∩ ℵω is countable. Clearly, α ∈ C, B := M ∩ ℵω+1 is cofinal
in α and, for all η < ℵ0 and β ∈ B, d(η, β) is in the countable set M ∩ ℵω. So,

α ∈ Eℵω+1

ℵ1 ∩ C \A(d). �

The next theorem yields Theorem C.

Theorem 3.7. Suppose that χ ≤ θ < λ and θ 6= cf(λ).
The following are equivalent:

(1) {S ∈ I[λ+] | S ⊆ Eλ+

θ } ⊆ Jχ[λ+];

(2) Jχ[λ+] contains a stationary subset of Eλ
+

θ ;
(3) mf (θ, λ, θ, χ) = λ;
(4) mf (λ, λ, θ, χ) = λ.

Proof. (1) =⇒ (2): By [She91, Lemma 4.4] and [She93, §1], I[λ+] contains some

stationary subset of Eλ
+

θ .

(2) =⇒ (3): By the hypothesis, in particular, we may fix α ∈ Eλ+

θ \ (λ + 1)
and a sequence of functions 〈fi : α → [λ]<χ | i < α〉 satisfying the following. For
every regressive function f : α → λ, and every cofinal subset B ⊆ α, there exists
some i < α such that sup{β ∈ B | f(β) ∈ fi(β)} = α. Fix a strictly increasing
function π : θ → α \ λ whose image is cofinal in α. We claim that H := {fi ◦ π |
i < α} is as sought. To see this, let g : X → λ be an arbitrary function with
X ∈ [θ]θ. Evidently, B := π[X] is cofinal subset of α. Now, fix any regressive
function f : α → λ extending g ◦ π−1. Find i < α such that B∗ := {β ∈ B |
f(β) ∈ fi(β)} is cofinal in α. In particular, X∗ := {ξ ∈ X | π(ξ) ∈ B∗} has size θ.
Set h := fi ◦ π, so that h ∈ H. Then, for every ξ ∈ X∗,

g(ξ) = g(π−1(π(ξ))) = f(π(ξ)) ∈ fi(π(ξ)) = h(ξ).

(3) =⇒ (4): By Lemma 2.5(2), m(θ, λ) ≤ λ. Then by Lemma 2.5(3),
mf (λ, λ, θ, χ) ≤ λ. Altogether, mf (λ, λ, θ, χ) = λ.
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(4) =⇒ (1): Fix arbitrary S ∈ I[λ+] with S ⊆ Eλ
+

θ . If λ is regular, then by
Proposition 3.6(1), we may fix a map d : λ × λ+ → λ such that S ⊆ A(d). If λ

is singular, then fix a scale ~f = 〈fβ | β < λ+〉 for λ; by [CFM04, Corollary 2.15],

since S ∈ I[λ+], there exists a club C ⊆ λ+ such that C ∩ S ⊆ G(~f). Then by
Proposition 3.6(3), C ∩ S ⊆ A(d). So, in both cases, it follows from Lemma 3.5
that S ∈ Jχ[λ+]. �

4. The connection to Souslin trees

Throughout this short section, κ denotes a regular uncountable cardinal. A C-

sequence over κ is a sequence ~C = 〈Cα | α < κ〉 such that, for every α < κ, Cα
is a closed subset of α with sup(Cα) = sup(α). The sequence ~C is coherent iff for
every α < κ and every ᾱ ∈ acc(Cα), Cᾱ = Cα ∩ ᾱ. For a stationary subset S ⊆ κ,
the principle �−(S) from [BR17, Definition 1.3] asserts the existence of a coherent

C-sequence ~C = 〈Cα | α < κ〉 such that, for every cofinal A ⊆ κ, there exists a
nonzero α ∈ S (equivalently, stationarily many α ∈ S) with sup(nacc(Cα)∩A) = α.

The following is an easy improvement of [Rin17, Theorem 4.3].

Theorem 4.1. Suppose that �(κ) holds and κ<κ = κ.
For every stationary S ∈ Jω[κ], �−(S) holds.

Proof. Suppose S ∈ Jω[κ] is stationary. For simplicity, we shall assume that S =
S ∩ acc(κ). By Propositions 3.2 and 3.3, κ is the successor of an uncountable
cardinal. So, by the main result of [She10], since κ<κ = κ, ♦(κ) holds. Using
[Rin17, Proposition 3.2], we fix a matrix 〈Aiγ | i < κ, γ < κ〉 such that for every

sequence ~A = 〈Ai | i < κ〉 of cofinal subsets of κ, the following set is stationary:

G( ~A) := {γ < κ | ∀i < γ(sup(Ai ∩ γ) = γ & Ai ∩ γ = Aiγ)}.
Next, using [Rin17, Proposition 3.5], we fix a coherent C-sequence 〈Cα | α < κ〉

such that, for every club D ⊆ κ, there exists α ∈ S with sup(nacc(Cα) ∩D) = α.
Let us also fix a club C ⊆ κ and a sequence of functions 〈fi : κ→ [κ]<ω | i < κ〉

witnessing together that S ∈ Jω[κ]. Next, for all i, α < κ, let

Ciα := Cα ∪ {min(X \ (sup(Cα ∩ β) + 1)) | β ∈ nacc(Cα), β > 0, X ∈ X iβ},

where X iβ stands for the following finite set: {{β} ∪Aiγ | γ ∈ fi(β)}.
A proof similar to that of [Rin17, Claim 4.3.1] (see also [BR21, Lemma 4.9])

establishes that for all i < κ. 〈Ciα | α < κ〉 is a coherent C-sequence.

Claim 4.1.1. There exists i < κ such that, for every cofinal A ⊆ κ, there exists
α ∈ S with sup(nacc(Ciα) ∩A) = α.

Proof. Suppose not. Fix a sequence ~A = 〈Ai | i < κ〉 of cofinal subsets of κ such

that for all i < κ and α ∈ S, sup(nacc(Ciα) ∩ Ai) < α. Set G := G( ~A), so that G
is a stationary subset of κ and D := {β < κ | sup(G ∩ β) = β > 0} is a club in
κ. Pick α ∈ S such that sup(nacc(Cα) ∩ C ∩ D) = α. In particular, α ∈ C. Put
B := nacc(Cα) ∩D. For all β ∈ B, since β ∈ D, we know that the relative interval
G ∩ (sup(Cα ∩ β), β) is nonempty. Consequently, we may find some regressive
function f : α→ α such that f(β) ∈ G∩ (sup(Cα ∩ β), β) for all β ∈ B. Pick i < α
and a cofinal subset B′ ⊆ B such that f(β) ∈ fi(β) for all β ∈ B′. Fix a large
enough η ∈ Cα such that sup(Cα ∩ η) ≥ i. By omitting an initial segment, we may
assume that B′ ∩ η = ∅.
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Let β ∈ B′ be arbitrary. Write γ := f(β). Then γ ∈ G∩(sup(Cα∩β), β) ⊆ (i, β).
In particular, sup(Ai ∩ γ) = γ and Ai ∩ γ = Aiγ , so that X := {β} ∪ (Ai ∩ γ) is

in X iβ , and min(X \ (sup(Cα ∩ β) + 1)) ∈ Ai ∩ γ. It follows that for all β ∈ B′,
Ciα∩Ai∩(sup(Cα∩β), β) is a nonempty subset of the finite set Ciα∩(sup(Cα∩β), β),
contradicting the fact that sup(nacc(Ciα) ∩Ai) < α = sup(B′). �

Let i < κ be given by the claim. Then 〈Ciα | α < κ〉 is a �−(S)-sequence. �

Following [RS20, §2], a λ+-Souslin tree is said to be maximally-complete iff it is
χ-complete for the least cardinal χ to satisfy λχ > λ. Another concept is that of a
club-regressive tree from [BR17, p. 1961]; such a tree does not have a copy of the
Cantor tree, and hence it is nowhere ℵ1-complete. For an application of the two
extremes, see [RS20, Corollary 2.24].

Lemma 4.2. Suppose that λ is an uncountable cardinal and 2λ = λ+.

(1) If �−(λ+) holds, then there exist a club-regressive λ+-Souslin tree and a
maximally-complete λ+-Souslin tree;

(2) If T ⊆ λ+ is a stationary set all of whose stationary subsets reflect, then
�−(T ) entails the existence of a uniformly coherent λ+-Souslin tree.

Proof. Note that by the main result of [She10], since 2λ = λ+, ♦(λ+) holds.
(1) By [BR17, Proposition 2.3], �−(λ+) together with ♦(λ+) entails the exis-

tence of a club-regressive λ+-Souslin tree. In addition, for every cardinal χ such that

λ<χ = λ, by [Rin17, Theorem 4.13], �−(λ+) implies �′(Eλ
+

≥χ), and then [Rin17,

Proposition 4.11] entails the existence of a χ-complete λ+-Souslin tree.
(2) By [LHR19, Theorem 3.11(2)] together with [BR21, Theorem 6.35]. �

5. Applications

Corollary 5.1. Suppose that λ is an uncountable cardinal. Let χ ∈ {2, ω}. Then
Jχ[λ+] is the λ+-complete ideal generated by

{A(d) ∩ Eλ
+

θ | θ < λ = mf (θ, λ, θ, χ), d ∈ λ+×λ+

λ} ∪NSλ+ .

Proof. By Definition 3.1, Jχ[λ+] is a λ+-complete ideal covering NSλ+ . Now, given

a cardinal θ < λ such that mf (θ, λ, θ, χ) = λ and a map d ∈ λ+×λ+

λ, to see that

A(d)∩Eλ+

θ is in Jχ[λ+], suppose that the former is nonempty, so that θ is regular.
By Proposition 2.2(1) and Lemma 2.5(2), cf(λ) 6= θ, and then the implication
(3) =⇒ (4) of Theorem 3.7 implies that mf (λ, λ, θ, χ) = λ. Then, by Lemma 3.5,

A(d) ∩ Eλ+

θ ∈ Jχ[λ+].
Next, suppose that S ∈ Jχ[λ+]. As we are considering a λ+-complete generated

ideal, it suffices to prove that for each cardinal θ ≤ λ, if (S ∩ Eλ+

θ ) /∈ NSλ+ then

mf (θ, λ, θ, χ) = λ and there exists a map d ∈ λ+×λ+

λ such that (S ∩Eλ+

θ \A(d)) ∈
NSλ+ . To this end, let θ ≤ λ be such that S ∩Eλ+

θ is stationary. In particular, θ is
regular, and, by Proposition 3.3, θ 6= cf(λ). Now, by the implication (2) =⇒ (3)
of Theorem 3.7, mf (θ, λ, θ, χ) = λ. Finally, let C and 〈fi | i < λ+〉 witness
together that S ∈ Jχ[λ+]. Without loss of generality, min(C) > θ. Define a map

d : λ+ × λ+ → θ via d(η, β) = sup(fη(β) ∩ θ). Now, given α ∈ C ∩ S ∩ Eλ+

θ and
a cofinal subset B ⊆ α, we need to find η < α and a cofinal B′ ⊆ B on which
β 7→ d(η, β) is injective.
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Let B̄ be a cofinal subset of B of order-type θ. Pick a regressive function f :
α → α such that f(β) = otp(B̄ ∩ β) for all β ∈ B̄. Now, find i < α such that
B∗ := {β ∈ B̄ | f(β) ∈ fi(β)} is cofinal in α. If there exists a cofinal B′ ⊆ B∗

on which β 7→ d(i, β) is injective, then we are done. Otherwise, since otp(B′) = θ,
we may find a cofinal B′ ⊆ B∗ along with some τ < θ such that d(i, β) = τ for
all β ∈ B′. Pick a large enough β ∈ B′ such that otp(B̄ ∩ β) > τ . As β ∈ B∗,
τ < otp(B̄ ∩ β) = f(β) ≤ sup(fi(β) ∩ θ) = d(i, β). This is a contradiction. �

At the level of ℵ2, the preceding characterization can be simplified. The next
two results yield together Theorem B:

Corollary 5.2. The following are equivalent:

(1) J [ℵ2] = {S ⊆ ℵ2 | S ∩ S2
1 is nonstationary};

(2) J [ℵ2] 6= NSℵ2 ;
(3) mf (ℵ0,ℵ0,ℵ0) = ℵ1;
(4) There exists a nonmeager set of reals of size ℵ1.

Proof. (1) =⇒ (2): S2
0 is a stationary subset of ℵ2 disjoint from S2

1 .
(2) =⇒ (3): As J [ℵ2] 6= NSℵ2 , it follows from Corollary 5.1 and monotonicity

that mf (ℵ0,ℵ0,ℵ0) ≤ mf (ℵ0,ℵ1,ℵ0) = ℵ1. Also, by a diagonalization argument,
mf (ℵ0,ℵ0,ℵ0) ≥ ℵ1.

(3) ⇐⇒ (4): By Proposition 2.4. �

Corollary 5.3. The following are equivalent:

(1) Jω[ℵ2] = {S ⊆ ℵ2 | S ∩ S2
1 is nonstationary};

(2) Jω[ℵ2] 6= NSℵ2 ;
(3) mf (ℵ0,ℵ0,ℵ0,ℵ0) = ℵ1;
(4) b = ℵ1.

Proof. The proof is similar to that of Corollary 5.2. �

By Lemma 2.5(1), the next corollary improves [Rin17, Corollary 2.5]:

Corollary 5.4. For cardinals θ = cf(θ) < λ, if max{mf (θ, θ, θ),m(θ, λ)} = λ then

J [λ+] contains a stationary subset of Eλ
+

θ .

Proof. By Lemma 2.5(3), the hypothesis implies that mf (λ, λ, θ) = λ. Now, appeal
to the implication (4) =⇒ (2) of Theorem 3.7. �

Corollary 5.5. For cardinals χ ≤ cf(θ) = θ ≤ λ such that mf (θ, θ, θ, χ) ≤ λ < θ+θ,

Jχ[λ+] contains a stationary subset of Eλ
+

θ .

Proof. By Proposition 2.2(3), m(θ, λ) = λ. So, by Lemma 2.5(3), mf (λ, λ, θ, χ) =
λ. Now, appeal to the implication (4) =⇒ (2) of Theorem 3.7. �

Corollary 5.6. If 2ℵ0 < ℵω, then for co-finitely many n < ω, Sn0 ∈ J [ℵn]. �

In the following, SSH stands for Shelah’s Strong Hypothesis [She92, §8.1].

Corollary 5.7. Suppose that λ is an uncountable cardinal for which J [λ+] = NSλ+ .
Then:

(1) λ < iω. If SSH holds, then λ ≤ 2ℵ1 ;
(2) for every regular cardinal θ < λ, either 2θ > λ or θ+θ ≤ λ.
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Proof. (1) The first part is explained in the proof of [Rin17, Corollary 4.7]. Now,
given λ > 2ℵ1 , find θ ∈ {ℵ0,ℵ1} such that cf(λ) 6= θ. By [Mat15, Corollary 2.19],
since SSH holds, it follows from λ > 2θ and cf(λ) 6= θ that cf([λ]θ,⊇) = λ. So,
by Lemma 2.5(1), m(θ, λ) = λ. In addition, λ > 2θ ≥ mf (θ, θ, θ). Now, appeal to
Corollary 5.4.

(2) By Corollary 5.5. �

Corollary 5.8. Suppose that λ is an uncountable cardinal such that 2λ = λ+,
�(λ+) holds, and there exists a regular cardinal θ such that mf (θ, θ, θ, ω) ≤ λ < θ+θ

(e.g., 2θ ≤ λ < θ+θ). Then there exist a club-regressive λ+-Souslin tree and a
maximally-complete λ+-Souslin tree.

If, in addition, all stationary subsets of Eλ
+

θ reflect, then there exists a uniformly
coherent λ+-Souslin tree.

Proof. Suppose that there exists a cardinal θ as above. Then, by Corollary 5.5,

Jω[λ+] contains some stationary subset S ⊆ Eλ
+

θ . Then, by Theorem 4.1, �−(T )
holds for every stationary subset T ⊆ S. Now, appeal to Lemma 4.2. �

Proposition 5.9. Suppose that θ = θ<θ < µ are cardinals. In the forcing extension
by Add(θ, µ), mf (θ, θ, θ) = θ+.

Proof. By a diagonalization argument, mf (θ, θ, θ) ≥ θ+, so we focus on the verifying
the other inequality. Let P denote Add(θ, µ). Recall that the conditions in P are
functions p : a→ θ with a ⊆ θ×µ and |a| < θ. This is a θ-closed notion of forcing,
and since θ<θ = θ, it has the θ+-cc, so that P preserves the cardinal structure. Let
H be V -generic, and work in V [H]. Let h :=

⋃
H, so that h is a function from

θ×µ to θ. For every β < θ+, derive the fiber map hβ : θ → θ via hβ(α) := h(α, β).
To show that mf (θ, θ, θ) ≤ θ+, it suffices to prove that for every function g : X → θ
with X ∈ [θ]θ, there exists β < θ+ such that |g ∩ hβ | = θ. Now, if this fails, we

may fix g as above along with τ < θ and B ∈ [θ+]θ
+

such that dom(g ∩ hβ) ⊆ τ
for every β ∈ B, and then, setting A := X \ τ , we would get that g(α) /∈ {hβ(α) |
β ∈ B} for every α ∈ A. Therefore, it suffices to prove the following.

Claim 5.9.1. In V [H], for all A ∈ [θ]θ and B ∈ [θ+]θ
+

, and every function
g : A→ θ, there exist α ∈ A and β ∈ B such that g(α) = h(α, β).

Proof. We run a standard density argument (see, for instance, the proof of [CKS21,

Theorem 27]). Let p be an arbitrary condition in P forcing that Ȧ, Ḃ, ġ are names

for objects as above. As P has the θ+-cc, we may assume that |Ȧ| = |ġ| = θ.
Fix an elementary submodel M ≺ (Hθ++ ,∈) of size θ such that <θM ⊆ M and

P, Ȧ, Ḃ, ġ ∈ M . Find an extension p′ of p and an ordinal β ∈ θ+ \M such that

p′ 
 β̌ ∈ Ḃ. Set q := p′ ∩M and note that q is a legitimate condition lying in M .
Fix a large enough ε < θ such that {α < θ | ∃η < µ[(α, η) ∈ dom(p′)]} ⊆ ε. Now,
in M , find a condition q′ extending q, an ordinal α ∈ θ \ ε and an ordinal τ < θ

such that q′ 
 α̌ ∈ Ȧ and q′ 
 ġ(α̌) = τ̌ . As q′ is an extension of q lying in M , the
definition of q entails that p′ ∪ q′ is a legitimate condition. As α /∈ ε and β /∈M , it
follows that (α, β) /∈ dom(p′∪ q′). So, p′∪ q′∪{((α, β), τ)} is a legitimate condition
forcing that g(α) = h(α, β), as desired. �

This completes the proof. �

Corollary 5.10. Suppose that θ and λ are cardinals such that:
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• θ < λ < θ+θ;
• θ<θ = θ and 2λ = λ+;
• �(λ+) holds.

After forcing with Add(θ, θ+), there exist a club-regressive λ+-Souslin tree and a
maximally-complete λ+-Souslin tree.

If, in the extension, every stationary subset of Eλ
+

θ reflect, then there exists a
uniformly coherent λ+-Souslin tree.

Proof. By Proposition 5.9 and Corollary 5.8. �

Corollary 5.11. Suppose that θ = θ<θ < µ are regular cardinals such that µ is
not weakly compact in L. Then, in any forcing extension by Add(θ, µ) followed by

a θ+-distributive forcing, if 2θ
+

= θ++ = µ, then there exists a µ-Souslin tree.

Proof. By [Tod87, Claim 1.10], the fact that µ is not weakly compact in L implies
that �(µ) holds in any universe in which µ remains regular and uncountable. By
Corollary 5.9, mf (θ, θ, θ) = θ+ in the forcing extension by Add(θ, µ), and this surely
remains the case after a θ+-distributive forcing. So, in the final model, Corollary 5.8
(using λ := θ+) implies that there exists a µ-Souslin tree. �

The next result implies Theorem A:

Corollary 5.12. Suppose that n < ω, b < 2ℵn = ℵn+1 and �(ℵn+1) holds. Then:

(1) there exists a club-regressive ℵn+1-Souslin tree;
(2) there exists a maximally-complete ℵn+1-Souslin tree;
(3) if there exists a stationary subset of Sn+1

0 all of whose stationary subsets
reflect, then there exists a uniformly coherent ℵn+1-Souslin tree.

Proof. Set λ := ℵn. By Proposition 2.4, mf (ℵ0,ℵ0,ℵ0,ℵ0) = b ≤ λ. So, by

Corollary 5.5, Jω[λ+] contains some stationary subset of Eλ
+

ω . As λ is a regular

uncountable cardinal, by [She91, Lemma 4.4], Eλ
+

ω ∈ I[λ+], so, by the implication

(2) =⇒ (1) of Theorem 3.7, Eλ
+

ω ∈ Jω[λ+]. Then, by Theorem 4.1, �−(T ) holds

for every stationary subset T ⊆ Eλ+

ω . Now, appeal to Lemma 4.2. �

6. Some open problems

Tanmay Inamdar pointed out that there are ground models in which adding a
single Cohen real makes b = ℵ1; for instance, by [BJ95, Corollary 2.2.9 and Theo-
rem 3.3.23], this is the case for a ground model in which cov(M) = ℵ1. Recalling
Theorem A, this raises the following question:

Question 6.1. Suppose that �(ℵ2) holds. Is it the case that after forcing to a add
a single Cohen real, there exists an ℵ2-Souslin tree?

By [Rin17, Theorem D], for a tail of cardinals λ, if 2λ = λ+ and �(λ+) holds,
then there exists a λ+-Souslin tree. We do not know whether this may be improved
to cover all uncountable cardinals λ. So, we ask:

Question 6.2. Is it consistent that 2ℵ1 = ℵ2, �(ℵ2) holds, but there are no ℵ2-
Souslin trees?

If the answer to the preceding is affirmative, then Corollary 5.10 gives a result
along the lines of those from [She84, Rin09, HM19] concerning the existence of a
certain κ-Aronszajn tree in an extension by a notion of forcing of size < κ.
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Question 6.3. Is it consistent that there exists a singular cardinal λ such that, for

every function d : λ+ × λ+ → λ, Eλ
+

6=cf(λ) \A(d) is stationary?
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